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Abstract— With rapid advances in social robotics,
humanoids and autonomy, robot assistants appear to
be within reach. However, robots are still unable to
effectively interact with humans in activities of daily
living. One of the challenges is in the frequent use
of multiple communication modalities when humans
engage in collaborative activities. In this paper, we
propose a Multimodal Interaction Manager, a frame-
work for an assistive robot that maintains an active
multimodal interaction with a human partner while
performing physical collaborative tasks. The heart
of our framework is a Hierarchical Bipartite Action-
Transition Network (HBATN), which allows the robot
to infer the state of the task and the dialogue given
spoken utterances and observed pointing gestures
from a human partner, and to plan its next actions.
Finally, we implemented this framework on a robot
to provide preliminary evidence that the robot can
successfully participate in a task-oriented multimodal
interaction.

I. INTRODUCTION

The success of human-robot interactions in service
and healthcare robotics depends on the understanding
between the human and the robot during activities of
daily living (ADLSs). The main challenge in these applica-
tions is that the interaction is inherently multimodal [1],
and employs a back-and-forth emblematic of human
conversation, which includes additional modalities such
as force exchanges or pointing gestures besides speech.
While the role of each modality such as speech and
gestures in the interaction is well established, a planning
and execution framework to manage multiple modalities
remains a challenge.

For a robot to interact with a human through language
and physical actions, these modalities need to be pro-
cessed in a unified manner, despite their different levels of
abstraction. Similarly, the robot must be able to generate
responses in the form of an utterance, a physical action,
or a combination of both. Furthermore, the robot should
have some knowledge of the task at hand in order to help
the user navigate through the task successfully.

*First two authors contributed equally to this work.

1B. Abbasi, Z. Rysbek, and Milos Zefran are with the Robotics
Lab, Electrical and Computer Engineering Department, University
of Illinois at Chicago, Chicago, IL 60607 USA.

2N. Monaikul and B. Di Eugenio are with the Natural Language
Processing Lab, Computer Science Department, University of Illi-
nois at Chicago, Chicago, IL 60607 USA.

This work has been supported by the National Science Founda-
tion grants IIS-1705058 and CMMI-1762924.

Multimodal Interaction M.

Execution
Module

-Control

Interpretation
Module

Utterances

Physical
Actions

Fig. 1: The architecture for multimodal human-robot
interaction that governs the robot’s language/physical
responses.

In this work, we propose a framework — a Multimodal
Interaction Manager — for an assistive robot that bridges
the gap between the symbolic processing of language
and the low-level control of physical actions. As shown
in Fig. 1, our framework is composed of three compo-
nents. The Interpretation Module takes the observations
perceived by the sensors, including spoken utterances
and physical actions, and generates their symbolic inter-
pretation, which consists of a dialogue act [2] (roughly,
the intention of the speaker), non-verbal communication
type, and the objects they refer to. Then, the Mediation
Module, which contains an integrated dialogue and task
model, establishes the state of the interaction given the
interpreted multimodal user inputs. Once these states
have been identified, the model is used to find the desired
robot response, which is again a combination of language
and physical actions. Finally, the desired robot response
is communicated to the Execution Module to be realized.

Conceptually, our main contributions are (1) a frame-
work for multimodal human-robot interaction that inter-
prets and performs actions in a collaborative task; and
(2) a Hierarchical Bipartite Action-Transition Network
(HBATN) that models both agents simultaneously to
maintain the state of a task-driven multimodal interac-
tion and plan subsequent moves.

Our particular focus is an interaction scenario in which
a human and a robot work together to find an object in
the environment, what we call the Find task. Another
important contribution of this work is an implementation
of the proposed Multimodal Interaction Manager in the
Robot Operating System (ROS) and a preliminary user
study that shows that such a robot can engage with a



human in a multimodal exchange and help complete the
Find task with a high success rate. Although there have
been similar implementations on social robots [3], [4] and
in virtual agents [5], [6], the innovation of our work is in
implementing the full cycle in Fig. 1 in a robot to not only
interact with a user via speech and pointing gestures, but
to also manipulate its environment to assist the user in
completing a given task.

The rest of the paper is organized as follows: in Sec. II,
we review the literature on modeling multimodal human-
robot interactions; in Sec. III, we discuss the corpus
that provides a basis for our work and our annotation
process; the Multimodal Interaction Manager and its
components are described in Sec. IV; we present results
of a preliminary evaluation of our framework in Sec. V;
finally, concluding remarks and future work are provided
in Sec. VI.

II. RELATED WORK

Our defined Find task involves an interaction in which
the collaborators must understand what the other is
saying and where they are pointing, as well as manipulate
surrounding objects, to search for a target object and re-
spond appropriately. The challenge in implementing this
in a robot is to develop a unified framework integrating
both speech and physical actions, while also maintaining
a natural interaction that moves towards completing the
task.

The work that is most related to our research are
autonomous agents (both physical and virtual) that
support language and physical actions. Researchers in
multimodal human-robot interaction have explored tech-
niques for interpreting multimodal input in dialogic in-
teractions [1] and generating non-verbal behaviors (such
as eye gaze, pointing, and iconic gestures) that accom-
pany speech to mimic human-like communication [7].
Studies have shown that implementing these co-verbal
behaviors in robots indeed affect users’ perceptions, pro-
moting trust, likeability, and engagement [3], [7]-[10].
Assistive robots that are capable of both interpretation
and generation have also been proposed, such as in
social robotics [4], [11], [12], or in personal mobile robot
agents [13]. These robots, however, do not manipulate
their environments directly with physical actions.

Assistive robots generally perform or aid in the com-
pletion of some kind of task, and various models have
been explored to represent and learn these tasks. A
common approach is to decompose a high-level task as a
set of low-level subtasks that must be completed in some
fashion to achieve the high-level goal. This hierarchical
representation has been used for learning task-oriented
dialogue policies [14], as well as how to perform physical
actions from demonstrations using Hierarchical Hidden
Markov Model (HHMM) [15]. Another common formal-
ism for representing tasks is a Hierarchical Task Network
(HTN) [16], [17]. For example, [18], [19] have used HTNs
to enable a robot to learn the subtasks required to

Move | Actor
1 ELD Canl geta tray?

Utterance DA Pointing H-O

Instruct

2 HEL  Where are the trays? Query-w

3 ELD  Try the bottom shelf. Instruct  cab6

4 HEL -- open(cab6)
B HEL  Is this the tray? Query-yn hold(tray1)
6 ELD Yes, that’s it. Reply-y

Fig. 2: A sample annotated interaction from the Find
subcorpus as a sequence of moves.

complete the higher-level tasks through demonstration
and interactive input. HTNs have also been used to
encode the higher-order structure of dialogic interactions
in the Disco dialogue manager [20], [21].

Importantly, HTNs have been used to integrate di-
alogue and physical actions into a single framework
for multimodal tasks by treating both utterances and
physical actions as units that can make up subtasks of
a higher-level task. Many implementations of this frame-
work in robots primarily focus on actions such as gaze
and pointing that do not manipulate the environment
directly [3], [4]. Other implementations can engage in
dialogue [22] or analyze natural language input [23], [24]
to learn to perform such physical actions; however, the
focus is on learning the mapping from natural language
commands to physical actions, and not necessarily guid-
ing the user through the task. There are also implementa-
tions in virtual agents that can directly manipulate their
virtual environments to assist in multimodal tasks [5],
[6], [25]. The novelty of our work is in the integration
of dialogue and physical actions that interact with the
user and the environment with the ultimate goal of
completing a physical collaborative task.

III. MULTIMODAL INTERACTION CORPUS

An emerging application of robotics is elderly care,
especially in the context of aging-in-place [26], in which
a typical day consists of many ADLs that may be facil-
itated by robotic assistance. In this section, we give an
overview of a relevant human-human multimodal inter-
action corpus that our framework is based on and how
we further annotate it to build our interaction manager.

A. Corpus Description

The ELDERLY-AT-HOME corpus [1] is a publicly
available corpus of multimodal collaborative human-
human interactions between gerontological nursing stu-
dents and elderly persons residing in an assisted living
facility. The interactions involved performing assisted
ADLs, such as putting on shoes and preparing dinner,
which are generally comprised of multiple subtasks.

The corpus has been annotated for dialogue acts (DAs)
such as instruct or acknowledge for each utterance (see [1]
for the full list of 13 DA tags), which capture the
intention of the speaker [27]; pointing gestures (when and
to what someone is pointing); and haptic-ostensive (H-O)



Fig. 3: The hierarchical Find task model decomposed
into multiple subtasks. Each subtask is an AcTNet mod-
eling both agents. (*) represents 0 or 1.

actions such as open and hold, which manipulate objects
and can also often perform a referring function [28].

Furthermore, a subcorpus has been created that specif-
ically extracts those interactions which are instances of
the collaborative Find task, such as looking for a pot or
plates (as subtasks of preparing dinner) [1], [29]. This
Find subcorpus is composed of 137 instances (totaling
about 1 hour and 24 minutes). In most of these instances,
the elderly participant (ELD) would ask for an object,
and the helper (HEL) would try to find it by asking
follow-up questions. In many cases, the participants
would perform multiple rounds of questions and answers
to achieve the goal.

B. Corpus Annotation

In this work, we developed a task model of the Find
task from the Find subcorpus. While the corpus is
annotated on multiple levels (for utterances, pointing
gestures, and H-O actions) that frequently overlap, [29]
defines a move as any combination of the three levels that
forms a unit. Because we would like to integrate language
and physical actions in a single framework, we used
this notion of a move to represent a multimodal action
taken by a participant and transformed the multilevel-
annotation corpus into a corpus of sequences of moves
that represent these multimodal interactions (using the
algorithm provided in [29]). An example of such an
interaction is given in Fig. 2.

We carefully examined the resulting corpus to develop

a task model for the Find task that decomposes the task
into smaller but still high-level subtasks. The Find task
can be described as retrieving an object O potentially
from location L. We found that the interactions typically
involved four main interconnected subtasks (see Fig. 3):

1) Det(Or): determining the object type that needs

to be found.

2) Det(L): determining a potential location for O.

3) Open(L): opening L to look inside.

4) Det(O): looking for O and confirming it with the

other person if it is found.

We then annotated the corpus to label instances of
each of these subtasks. We treated the annotation proce-
dure as a data segmentation problem, where the start of
any subtask can be at any move. As an example, in the
sample interaction in Fig. 2, Det(Or ) starts at move 1,
Det(L) starts at move 2, Open(L) starts at move 4, and
Det(O) starts at move 5. Note that there are instances
in which Det(Or) and Det(L) can be accomplished in
a single move (e.g., “Can you get a spoon from the
drawer?”), and that a subtask can be repeated in a single
trial since L may not be the location in which the object
can be found. In the corpus, the participants looped
through steps 2-4 twice on average since the object could
not be found in the first attempt.

Two annotators manually segmented 38 trials into sub-
tasks. To measure inter-annotator agreement on deciding
where each subtask begins, 9 trials were independently
segmented by each annotator prior to the 38. Computing
Cohen’s kappa on the 115 possible points for segmenta-
tion showed extremely high agreement (k = 0.9443).

IV. MULTIMODAL INTERACTION MANAGER

Our goal is to develop a multimodal interaction man-
ager, as in Fig. 1, that allows a robot to collaborate with
a human partner on a task using spoken utterances and
physical actions. To this end, we designed data-driven
models of each subtask, which we describe in detail in
this section. using the annotated data described above

We first establish a representation for multimodal
actions performed by the human that are observed and
interpreted by the robot in the Interpretation Module.
We define a vector containing the following features for
each observed move:

1) whether or not an object type is uttered

2) the DA tag

3) whether or not a location is uttered

4) whether or not an H-O action is performed

5) whether or not a pointing gesture is performed
Each of the features is binary, except the DA tag, which
is categorical. For observed moves that are only physical
actions (no utterances), the DA tag feature can be
empty. Then given an observed human move as a vector,
the Mediation Module should be able to produce an
appropriate responding move (also as a vector).

The challenge in modeling each subtask is that because
there are two agents (ELD and HEL), the fact that



each agent’s actions affect the other’s actions must be
considered. Here, we propose to model this problem using
an Action-Transition Network (AcTNet), in which both
agents’ states and actions are incorporated in a single
graph, and transitions are triggered by action vectors.
Fig. 3 shows an AcTNet for Det(L), where blue nodes
represent states in which HEL should perform the next
move, red nodes for states in which ELD should perform
the next move, and white nodes for end states.

Using the segmented data in the corpus, we derived
AcTNets for each subtask and counted frequencies of pos-
sible paths through the AcTNets, i.e., possible sequences
of moves in each subtask. The frequencies determined
the probability of taking each path, which was used
to model the stochastic behavior of interactions. The
Mediation Module then uses these models to navigate
each subtask, deciding which action to perform next
given an interpreted action. We note that the purpose
of AcTNets in our framework then is to help estimate
the current state of the human participant given their
actions, as well as plan the next robot move from the
resulting robot state.

To better illustrate this, we will walk through an
example using Fig. 3. Suppose the robot (as HEL) is in
state sg. It can select one of the possible actions using the
calculated probabilities from the training data. Suppose
the action [1, Query-w, 0, 0, 0] is selected (the robot
asks a question about where the object is located). The
human is then estimated to be in state so, and the robot’s
next state depends on the vector of observations from the
human. If the human answers the robot’s question with
an utterance containing a location name — [0, Reply-w,
1, 0, 0] — the robot chooses s3 or sg, again based on the
probabilities from the training data.

When more than one human state is possible after a
robot action, a state is chosen by comparing the observed
human action with all of the possible human actions
from the set of estimated states. The state with the
closest matching action (defined by matching feature
values, with preference given to matching DA tags) is
selected as the most likely human state. If no action is
reasonably similar to the observed action (here, defined
as no matching DA tags), then the robot asks the user
to repeat their action, after which another failure would
result in stochastically choosing the human state.

When the end of a subtask is reached, the next
state depends on the next subtask, which depends on
whether or not the subtask was successfully completed,
e.g., whether or not the Det(L) interaction ended with
a location determined. If the subtask is successfully
completed, then the next subtask is given in the hierar-
chical task decomposition; otherwise, the subtask must
be repeated. Note that Det(O) is completed when an
object is determined to be the target object or when
an object is determined to not be the target object.
In the former case, the Find task is complete, whereas
in the latter case, a new object or location must be

Fig. 4: A snapshot of a trial in which a human and Baxter
interact to find a cup.

chosen. For each subtask, either ELD or HEL can initiate
the interaction. Thus, for each subtask, there are two
AcTNet components.

Because the Find task is decomposed hierarchically
into subtasks, and each subtask is modeled by an AcT-
Net, we consider our Mediation Module a Hierarchical
Bipartite Action-Transition Network (HBATN). As de-
sired, this unified framework integrates physical actions
(both pointing and H-O) and language while maintaining
the state of the interaction in order to move towards
completing the goal and provide appropriate responses.
Another advantage of this framework is in its flexibility:
once the model is generated, the robot can take on any
role and interact with the human accordingly.

We also note that the proposed architecture is general
enough that it can be applied to other task-oriented
multimodal human-robot interactions, such as collabo-
rative manipulation [30] and object handover [31], [32],
by decomposing the tasks analogously and defining ap-
propriate action vectors. While the topology of each
AcTNet was derived from the data by human inspection
for expediency in this work, automating this process
using well-established techniques similar to those used
for learning Markov models [33] will be the subject of
future work.

V. EXPERIMENTAL EVALUATION

A. Experimental Setup

To be able to test our Multimodal Interaction Manager
and evaluate the efficacy of the HBATN, we implemented
the framework on a robot so that it could participate in
the Find task, in which the robot acted as HEL and
human participants acted as ELD. For our experiment,
we used the robot Baxter from Rethink Robotics.

In our experimental setup, Baxter was equipped with
a Kinect sensor mounted on its chest. In front of Bax-
ter were three separate containers (two boxes and one
drawer) in which objects could be placed out of view.
We used four objects (two balls and two cups) of dif-
ferent colors as targets of the Find task. Each location
contained only one object at a time. Participants stood
facing Baxter and spoke into a hands-free microphone. A
snapshot of this setup is given in Fig. 4. A video sample
of a trial with Baxter is also included with this paper.
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of the Multimodal Interaction Manager.

B. Implementation

To realize the full cycle of a multimodal human-
robot interaction as in Fig. 1, we needed to implement
modules for interpretation and execution. The Interpre-
tation Module is responsible for processing human input
perceived via multiple sensory sources and providing
the observed action vectors to the Mediation Module
to determine the state of the interaction and decide on
the response. The Execution Module is responsible for
converting an action vector from the Mediation Module
that represents the next robot move into physical control
of the robot and generated speech.

Fig. 5 shows the different subcomponents of our im-
plementation of the modules. Because the participants
acted as ELD, and H-O actions by ELD were very rare
in the Find corpus, the physical actions we focus on
recognizing are pointing gestures; however, the HBATN
of the Mediation Module still allows for H-O actions,
which we plan to explore in our future work. Thus,
the Interpretation Module is composed of three primary
parts: a speech-to-text component, a pointing gesture
recognition component, and a component for processing
the utterance and gesture together (which we call Di-
alogue Processing € Modality Fusion). We utilized the
Google Cloud Speech-to-Text API for speech recogni-
tion. For pointing gesture recognition, we developed a
model based on the user’s skeleton information from the
Kinect sensor: first, a vector connecting the user’s hand
and shoulder coordinates is computed; then, predefined
thresholds on the vector’s distance, roll angle, and pitch
angle are used to determine if and to which of the three
locations the user is pointing.

This sensory information is then sent to the Dialogue
Processing €9 Modality Fusion component, which includes
the multimodal DA classifier described in [1]. This classi-
fier uses linguistic features extracted from the utterance,
features representing the dialogue history, and features
for the presence/absence of pointing or H-O actions to
assign a DA tag to each utterance. The component also
extracts object and location names mentioned in the
utterance relevant to the task. This information, along

with the pointing gesture (if it exists), is then combined
into an action vector (as defined above), which can be
passed to the Mediation Module.

The Execution Module is also composed of multiple
subcomponents: pointing, H-O action, and speech gener-
ation, and an object recognition component to allow the
robot to determine what object is in a given location,
as HEL would frequently need to do in the Find task.
The output of the Mediation Module is an action vector
defining the robot’s next move; each execution compo-
nent uses this vector to perform its respective action.

The robot performs a pointing gesture by moving its
arm to predefined configurations near the location of
interest. As far as haptic actions, we equipped the robot
with the ability to open a drawer by programming a
demonstrated trajectory. We also used Baxter’s display
screen to show an image acquired from Baxter’s built-
in hand camera to the user, which simulated the H-
O action of conspicuously holding an object up to the
user. When a location is checked for an object, the
image captured by the hand camera is first sent to a
deep learning-based image classifier (using features from
ResNet-50 [34]) to determine if the object type matches
that requested by the user. This object recognition is
necessary for updating the state of the task according to
whether or not the object is of interest.

For speech generation, we use the Festival speech
synthesis system [35]. Since the action vector encodes
utterances as DA tags, we created template sentences
that mirrored those in the Find task corpus for each pos-
sible action. For some actions, different sentences were
used depending on whether or not a pointing gesture
accompanied the utterance to provide a more natural
response. It is these template sentences that Festival
converts into speech output.

C. User Study

In a preliminary user study, seven healthy adult par-
ticipants who were naive to our system were recruited
(two females and five males). Each subject performed
four trials in which they interacted with Baxter to find
one of the four objects, giving a total of 28 trials. At the
beginning of each trial, we showed the target object to
the participant, and then secretly placed it in one of the
three containers; the other two containers each contained
one other object (leaving the fourth object out of the
trial). The participants were asked to have Baxter help
locate the object by talking and pointing. No script was
provided to the participants.

D. FEwvaluation Procedure

We measured the performance of our implemented
framework and the quality of the interaction using a
variety of metrics. We report the average length of the
interactions as the mean duration and the mean number
of moves. Because the main goal of the interactions was
to find the target object, we report the percentage of



Avg. Avg. #  Successful Non- Wrong SSRE & Wrong Wrong  Avg. User
Duration Turns Trials Understandings WER  SSREs  Pointing Pointing DAs Rating
H 1m 45s 15.6 85.7% 11.7% 16.3%  23.4% 28.9% 1.2% 11.1% 4 H

TABLE I: Performance results of the Multimodal Interaction Manager on the Find task with a human partner.

successful trials, i.e., trials in which the target object was
successfully located. Since our model encodes the state of
the task, including when the task is completed, trials in
which Baxter continued the interaction when the object
was already found counted as failed trials.

To evaluate the Mediation Module specifically, we
recorded instances in which Baxter did not adequately
understand the participant, which we defined as the
number of times Baxter needed to ask the participant to
repeat their action (i.e., the action could not be matched
to an action in the HBATN) and the number of times
a subtask needed to be repeated due to unsuccessful
completion (e.g., a location was not determined at the
end state of Det(L)). We call these non-understandings,
consistent with the definition in [36], since these cases
reflect Baxter not being able to interpret the user’s
action. We report the percentage of Baxter’s turns across
all trials that constituted a non-understanding.

We also investigated the performance of our Interpre-
tation Module, as errors in this module can propagate
to the Mediation Module. For the speech recognition
component, we report the word error rate (WER) — the
minimum edit distance (at the word level) between all of
the recognized utterances and the true utterances [37].
We also calculated the percentage of human turns for
which a speech recognition error altered the utterance
in such a way that a subtask could not be successfully
completed, which we call serious speech recognition errors
(SSREs). For example, if the utterance “can I get a cup”
is recognized as “can I get a cop,” Det(Or ) cannot be suc-
cessfully completed because neither of our object types
are mentioned; however, if the utterance is recognized
as “can again a cup,” Det(Or) can still be successfully
completed, despite the recognition error.

For the pointing recognition component, we computed
the percentage of pointing gestures performed that were
either not recognized or not tagged with the correct
intended location. Additionally, to see if errors frequently
stacked, we also recorded moves with both an SSRE
and a pointing recognition error. The performance of
the Dialogue Tools € Modality Fusion component was
assessed by comparing the DA tags produced by the
classifier with manually-labeled DA tags of all utterances.

Finally, we measured the overall quality of the interac-
tion by asking the participants to rate their experience on
a 5-point Likert scale according to their expectations — a
score of 1 meant the experience was “significantly worse
than expected,” and a score of 5 meant the experience
was “significantly better than expected.”

E. Results

The results of our preliminary user study are given
in Table I. We see that despite the fact that over
20% of the participants’ turns had a speech or pointing
recognition error, only 11.7% of Baxter’s turns indicated
a non-understanding. This is likely due to a correctly
recognized pointing gesture compensating for an SSRE
or vice versa, as suggested by the 1.2% co-occurrence rate
of both errors. This highlights an important advantage
of our multimodal framework: when one sensory input is
imperfect, it can be supported by evidence from other
communication modalities.

Since many of the features of the DA classifier rely on
the words of the utterance itself, the WER and SSRE
rate can influence DA classification accuracy. However,
the classifier still maintains a reasonably low error rate
with its dialogue history and gesture features. The clas-
sifier’s performance could have also contributed to the
lower percentage of non-understandings.

Overall, these results, as well as the high percentage
of successful trials and the average user rating of 4 (the
experience was “better than expected”), suggests that
our framework shows promise in successfully navigating
a multimodal task-oriented interaction with a human.

VI. CONCLUSION

In this work, we investigated an interaction scenario
in which a human and an assistive robot work together
to locate a target object — the Find task. We first
proposed an architecture for multimodal human-robot
interaction with three main components: the Interpreta-
tion Module, the Mediation Module, and the Execution
Module. Crucially, this framework integrates language
and physical actions, both in interpretation and execu-
tion, while participating in a physical collaborative task
with a human user. We then described our Hierarchical
Bipartite Action-Transition Network for the Mediation
Module, which maintains the state of the task-driven
multimodal interaction, models both agents simultane-
ously, and plans subsequent moves.

Our findings from a preliminary study, in which we
implemented our framework with Baxter to perform
the Find task with participants, provide evidence that
this framework can successfully interact with a human
via speech, pointing, and H-O actions to complete a
collaborative task. As future work, we plan to develop
a method for automatically segmenting datasets of mul-
timodal interactions like the Find corpus into pre-defined
subtasks to derive the transitions and probabilities in
the HBATNs for a given task. We also plan to extend
our framework to more complex collaborative tasks that



involve physical interactions with the user as well as
language, such as object handover and collaborative
manipulation.
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